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WSN BASICS���
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Introduction to WSNs  

§  Humans are able to feel the world thanks to our 
senses	
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Introduction to WSNs  

§  Sensors are to computers what senses are to humans	
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Commercial Products 

§  The market already offers a number of sensor network hardware 
products 	


–  not only for research purposes, 	


–  but for the integration and deployment in real-world ubiquitous 

applications:	


•  EMS nodes by Sensicast Systems, 	


•  EM chips by Ember Corporation, 	


•  Mesh485 by Millenial Net, 	


•  Mote kits by Crossbow Technology, 	


•  SmartMesh-XR by Dust Networks, 	


•  Tmote Invent System by Moteiv. 	


•  etc.	
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MICADOT motes 

Telos mote 

From sensor nodes to WSN 
§  WSNs are ad-hoc networks comprised of [Akyi02] :	



–  Sensor Nodes are battery-powered devices with limited capabilities	


•  Monitor the environment, and transmit these data to nearby nodes	


•  Operate and cooperate in adhoc manner using radio interfaces	


•  Support multiple communication paths	


•  Provide routing capabilities	


	



–  Base station (sink)	


•  Has no limited resources 	


•  Collect and process data ���

received from sensor nodes	
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Limitations 

§  For the case of Mica family (Mica2, Mica2dot, MicaZ), 
and Telos nodes:  

–  Processor: 
•  8-bit Atmel ATmega processor  
•  Telos: 16-bit TI MSP430 processor  

–  Memory: 
•  128 KB ROM and 4 KB RAM  
•  Telos: 48 KB ROM and 10 KB RAM  

–  Speed: 
•  Mica2dot: 4 MHz  
•  Mica2 and MicaZ: 7.37 MHz  
•  Telos: 8MHz 
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Limitations	



–  Communications: 
•  Mica2dot and Mica2 deliver up to 20 kbps on a single shared 

channel, with a range of up to around a few hundred meters 
•  MicaZ and Telos deliver up to 250 kbps.  

–  Software: 
•  TinyOS operating system 

–  Highly optimized (small, fast,…) 
–  Support real-time tasks (multi-threaded, events-oriented)  

•  C variant called nesC for programming purposes 
–  featuring an event-driven concurrency model  
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Limitations 

11 

WSN Applications 
§  Generally speaking, WSNs can be used in applications where 

sensors are unobtrusively embedded into systems, 
consequently involving operations like: 	


–  Monitoring	



–  Tracking	



–  Detecting	


–  Collecting 	



–  Reporting	
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§  By sectors, WSNs can be used in: 	


–  Agricultural 	


–  Business	


–  Critical infrastructure protection	


–  Environment	


–  Health care	


–  Homeland security 	


–  Industrial	


–  Military applications	


–  etc. 	
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WSN Applications 

§  Specific applications:	


–  farmland monitoring 	


–  animal identification and tracking	


–  cultivation conditions 	


	

(temperature, humidity, etc.)	



–  inventory control 	


–  goods tracking and delivery 	


–  smart office 	


–  supply of water and electricity 	


–  freeway traffic monitoring and 	


	

control	



–  detection of structural integrity 	


–  problems in buildings	


–  wildlife habitat monitoring 	


–  microclimate control	


–  detection of out-of-tolerance 	


–  environmental conditions 	


–  recording wild animal habits 	
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−  emergency medical care 	


−  remote medical monitoring 	


−  medicines tracking 	


−  frontiers surveillance	


−  detection of illegal materials in 	


−  custom controls 	


−  monitoring factory instrumentation 	


−  remote control of manufacturing 	


−  systems	


−  collecting pollution levels 	


−  detection of structures vibrations 	


−  target tracking	


−  detection of biological or chemical 	


−  weapons	


−  location of vehicles and arms 	


−  wearable smart uniforms	


−  etc.	



WSN Applications...for Internet 
§  Still a wide range of applications to come when sensors can – 

directly – exchange information with entities on the Internet: 	


–  reaching, for instance, home environments.	



–  creating what already has been called: 	


•  “network of things” 	


•  “Internet of things”	


•  “tangible Internet” 	


•  “Internet of objects”	


•  “Internet of Everything”	


•  etc.	
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���
WSN Communication 

Architecture ���
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WSN Communication Architecture 
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•  Sensors operate and cooperate in an ad hoc manner using 
radio interfaces, resulting in a mesh architecture where 
nodes:	


–  communicate directly only with nodes nearby due to limited power	



•  some nodes communicate with a base station	



–  support multiple communication paths	


–  provide routing capabilities	



	



    what turns out to be an advantage in comparison with 802.11 
and Bluetooth.	
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WSN Communication Architecture 
§  The communication architecture may be initially considered in 

the following hierarchical way	
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WSN Communication Architecture 
§  Due to cross-layer melting, it is evolving to the following:	



	


–  Cross-layer contributes to autonomy and self-configuration of the nodes because 

any component can directly access to resources and processes provided by 
another component	



–  Flexible access to information and control is convenient due to: (i) inherent 
limitations of sensors, (ii) specific applications requirements	
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WSN Communication Architecture 
The case of Zigbee 

§  ZigBee: Specification for WSN	


–  Built upon IEEE 802.15.4	



•  Standard for WPAN	


•  Low energy consumption, low transmission rate (250kbps), low cost	



–  Security: AES-128	



§  Hierarchical model	


§  But with limited support to cross-layer	



–  Management	



–  Security	
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WSN Communication  Architecture 
The case of Zigbee 
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PRIVACY IN WSN	
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Threats to WSNs 
§  Due to the resource limitation of sensor nodes, WSNs are 

highly vulnerable to threats and attacks [Walt07] 	



–  Information flow attacks	


•  Eavesdropping, modification, reply attacks	



–  Denial of Service	


•  Jamming, network flooding, battery exhaustion	



–  Physical attacks	


•  Node destruction, node compromise	



–  Node impersonation	


•  Node Replication, Sybil attack	



–  Specific attacks	


•  Wormhole, sinkhole, selective forwarding	



§  However, among the threats to WSN, privacy concerns on information 
being collected and transmitted have received less attention	
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Originality of privacy in WSN 
§  Privacy protection has been extensively studied in wired and 

wireless networking, and a number of techniques have been 
designed	


–  But, as shown later, they can not be directly applied to WSN because 

these networks have special features:	


•  Sensor-node resource constraints (some cryptographic techniques can not 

be executed)	


•  Conflict of anonymity requirements/goals (traditional traffic analysis 

countermeasures are not always useful)	



•  Uncontrollable environment (physical attacks plus key retrieval)	


•  Topological constraints (multiple hops scheme with unbalanced traffic 

loads)	
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Privacy of payload information 

§  In WSNs, the private information to protect, in principle, would 
be that one included in the packets transmitted	


–  Payload information: data collected by a sensor and transmitted to a 

server	



§  That information traversing the network can be protected from 
eavesdropping 	


–  by using some of the traditional confidentiality and integrity mechanisms.	
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Privacy of contextual information 

§  However, even if the payload data is encrypted, the attacker can 
still attack in another way	



§  That is, by observing and analyzing the communications, an 
attacker could retrieve contextual information (what is also 
private data)	



•  about the network itself 	



•  and about the type of data being collected by the WSN	


•  not only the occurrence of an event must be protected; also the 

moment in time when the event takes place: temporal privacy	


•  if an adversary is able to make an association between the time and 

position of the events being monitored, he will be able to predict 
future behaviours.	
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Privacy of contextual information 

–  Frequency range can be used to determine	


•  Type of sensor	



–  Exploit specific platform vulnerabilities	



•  Owner of the network	


–  Different organizations are designated different 

frequency bands	


–  Transmission rate can provide information 

about	


•  Amount and nature of events	



–  The presence of events triggers message 
transmission	



•  Distance to the sender	


–  Time of arrival of packets can be used to calculate 

the distance to the sender	
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§  What information can be learnt by the attacker in this way? 
Simple observation of network traffic can reveal a lot [Pai08]	
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Privacy of contextual information 

–  Packet size might reveal the	


•  Proximity to the base station	



–  Due to certain data-aggregation mechanisms 
the closer to the base station the larger the 
packet might be	



•  Type and precision of the data collected	


–  Complex data types need larger payloads	



–  Routing protocols give information about	


•  Network topology	



–  Messages are sent to the base station, and 
packets usually follow a pre-fixed route to its 
destination	
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Privacy of contextual information	


§  In summary, even when the payload is encrypted, there is a lot 

of things that the attacker can learn by observing and 
analyzing the flows of information (traffic) in the WSN	



§  Could we use privacy solutions already developed for the 
Internet and its applications?	
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Suitability of Existing 
Approaches	
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Internet Anonymous Communication Systems 

§  Anonymous communication systems (ACS) were devised to 
prevent traffic analysis attacks in Internet applications	



§  The question is: are these ACS suitable for WSNs?	



	



§  ACSs focus on different aspects depending on the 
requirements of the user [Pfit10]	
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Anonymity Properties 
§  Anonymity	



–  An attacker cannot sufficiently identify a subject within a set of 
subjects (anonymity set) with potentially the same attributes	



•  Sender anonymity	



•  Receiver anonymity	
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Recipient anonymity set Sender anonymity set 

Sender? 

Anonymity Properties 
§  Unlinkability	



–  An attacker cannot sufficiently distinguish whether two or more items 
of interest (IoI) are related or not	



–  Relationship unlinkability hides the correspondence between a 
user and the servers being accessed	
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Anonymity Properties 
§  Undetectability	



–  An attacker cannot sufficiently distinguish whether an item of interest 
exists or not	



–  It aims to protect the items of interest as such	


•  A steganographic message passes unnoticed to attackers	


•  Dummy traffic also hides the presence of real traffic	
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Anonymity Properties 
§  Unobservability	



–  This concept implies both undetectability of the IoI and anonymity of 
the subjects involved in that IoI	



–  Even if a subject could detect an IoI, the other subjects involved in the 
IoI remain anonymous	



•  Sender unobservability	


•  Recipient unobservability	


•  Sender-Recipient unobservability	
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Anonymity Mechanisms 
§  Anonymity properties have been developed in ACS by 

combining different techniques:	


–  Symmetric/Public-key crypto	


–  Layered encryption	


–  Packet delay/replay/injection	


–  Multicast/Broadcast communications	
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Example 1: Mix-nets 
§  Mix-nets [Chau81] are composed of a set of devices which 

are place in between senders and recipients	



§  Mixes are based on	


–  Message delay	


–  Public-key crypto	



§  Attacker model	


–  Eavesdroppers	



–  Can also provide sender anonymity w.r.t. recipient 	



§  Not intended for real-time applications	


–  Originally designed for mailing systems	
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Example 1: Mix-nets 
§  Store-and-forward device that randomly permutes and 

decrypts inputs	


–  Messages are output as re-ordered batches	



	



§  An adversary can’t correlate inputs and outputs because of 
temporal storage and decryption of messages	
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Example 1: Mix-nets 
§  Communicating through a single mix might not be sufficiently 

secure	


–  A single mix knows both sender and destination	



	



§  The user selects a series of mixes and creates a layer of 
encryption for every mix	


–  Every mix only knows its predecessor and successor in the path	



§  A single honest mix prevents input-output correlation	
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Example 1: Mix-nets 
§  The implementation of mixnets over WSNs present several 

limitations	


–  Every source node is required to	



•  Perform N + 1 public-key operations per transmitted packet	


•  Have global network knowledge to be able to determine the transmission 

path	



–  Every intermediate node is required 	


•  Perform 1 public-key operation per received packet	


•  Temporarily store a large number of packets	


•  Message padding is required for message indistinguishability	


•  Output a single re-ordered batch of messages	


•  Nodes in the vicinity of the base station have even higher traffic rates	



–  Many WSN applications require real-time monitoring	
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Example 2: Crowds 
§  Crowds [Reit98] is a decentralized solution where a set of 

users collaborate to perform requests to servers on behalf of 
its members	



§  Crowds are based on	


–  Symmetric-key crypto	



–  Random intermediate node selection	



–  No Public-key crypto, dummy traffic nor padding!	



§  Attacker model	


–  Local (and static) observers	



–  Colluding (internal) members	



–  No protection against global observers! 	



§  Intended for near real-time applications	


–  Originally designed for web browsing	
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Example 2: Crowds 
§  The Crowd consists of a dynamic collection of users 

controlled by the blender	


–  The blender is in charge of the crowd admittance process	



§  Members initiate requests to various servers by creating a 
random path within the crowd	


–  The request is finally submitted ���

by a random member	


–  Subsequent requests and ���

replies follow the same path	


–  Packets belonging to a path���

are identified by a changing���
path_id	
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Example 2: Crowds 
§  Local eavesdroppers are static and observe inputs/outputs 

from a single node	


–  May recognize the initiator and destination only if observes the right 

member	


–  Probability decreases with the crowd size	



§  End servers cannot determine the initiator	


–  The initiator never submits the packet to the server in the first step	


–  All members are equally probable to be the initiator	



§  Colluding members might want to know the initiator	


–  Suspect from the member that immediately precedes the first 

collaborator in the path	


–  Static paths reduce the probability of this type of attacks	
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Example 2: Crowds 
§  The potential application of the Crowds model to WSNs is 

restricted by:	


–  High memory requirements	



•  Path_id translation table	


•  N – 1 shared keys (1 key per member)	



–  Limited number and complexity of the operations	


•  1 Symmetric-key operation per packet	


•  1 Path_id replacement per packet	



–  Weak adversarial model	


•  Static attackers have a very limited success probability	



–  Different requirements	


•  Source anonymity with respect to the sink is counterproductive in WSNs	
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Originality of privacy in WSN 
§  The high overhead of traditional solutions is not the only 

limiting factor to the application of ACSs to WSNs [Rios2012]	



§  Most traditional anonymity solutions aim to hide the 
relationship between senders and receivers (unlinkability)	


–  Unlinkability is not necessary in WSNs because the model of 

communication is known (nodes-to-sink)	


–  The attacker already knows that any sensor node will communicate 

with the base station	
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Originality of privacy in WSN 
§  Some ACSs provide the users the opportunity to hide their 

identity to the server (anonymity)	


–  Providing source anonymity with respect to the sink is detrimental for 

the normal operation of the network	


–  A proper manage and control of the environment being monitored 

requires the sink to be aware of the data sender	


–  However, in WSNs source anonymity is indeed important against 

external observers or compromised intermediaries	
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Originality of privacy in WSN 
§  Also, while in the Internet it is not totally necessary to hide 

the participation of senders or receivers, this is an essential 
requirement in WSN	



	


§  In WSNs it is required to hide the presence of event messages 

(i.e. event undetectability)	
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Originality of privacy in WSN 

§  In summary, high overhead introduced by Internet 
solutions is a limiting factor to their use in WSNs 
–  Sensor-node resource constraints (some cryptographic techniques 

can not be executed, battery powered, limited memory) 

§  Additionally, the usual properties provided by those 
solutions are not always suitable in WSNs 

§  Hence new tailored solutions must be designed for WSNs 

47 

Property Traditional Solution WSN 

Unlinkability Observers try to know with whom a 
user communicates 

All sensors are known to  
send data to the sink 

Sender Anonymity Servers might try to profile or track 
their users 

The data source needs to  
be known by the sink 

Unobservability/
Undetectability 

Users might be reluctant to show 
their participation in the system 

Hiding the presence of senders 
hides the presence of events 

Originality of privacy in WSN 

§  One additional reason: 
–  Attacker’s goal is another reason that makes WSN scenarios a 

special privacy case 
•  It is of paramount importance to find the source of the events 
•  Also very important to find the base station 

§  Because of this, most of research so far has focused on 
Location Privacy 

48 
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PRIVACY OF LOCATION	
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Objective 

§  The objective of location privacy is to prevent an 
attacker from determining the location of specific 
nodes of interest to him	
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Traffic analysis attacks 
§  Different adversarial models can be found according to the 

attacker’s ability to:	


–  Disturb network operation	



•  Passive: simply eavesdrops and performs traffic analysis attacks	


•  Active: can also create, modify or inject packets, destroy nodes, ...	



–  Compromise nodes	


•  External:  has no knowledge about the internals of the node	


•  Internal: is able to compromise nodes, access cryptographic material and 

algorithms	



–  Observe communications	


•  Local: has monitoring radius similar to a sensor node	


•  Global: has the ability to capture all the traffic generated by the network	
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Classification of protection mechanisms 
§  We classify the protection mechanisms depending on the 

asset to be protected and the attacker’s capabilities [Rios11a]	
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Traffic analysis attacks 
§  Hence, the power of the adversary will determine the types of 

attacks he might perform.  Typical attacks are [Shao08]	


–  Content analysis attack	



•  Examine the content of an event message to determine if the location of the node 
is contained in plaintext in the payload or headers	



–  Traceback attack	


•  An attacker equipped with a directional antenna can estimate the angle of arrival of 

the signal and arrive at the immediate sender of a message	



–  Rate monitoring attack	


•  The number of messages being sent by the nodes can be used to determine the 

location of (or direction to) the important nodes	



–  Time correlation attack	


•  The observation of the transmission times between a node and its neighbours the 

attacker may deduce the transmission path	
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Node Anonymity	
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Node Anonymity 
§  As previously mentioned, the first step to protect location 

privacy is to encrypt packet contents	


–  that is, hide any information that might be used by the attacker to 

learn the nodes involved in the communication	



§  But there is also information contained in the packet headers 
that is usually not protected: identifiers of sender and 
recipient.	


–  Often, the identifier of a node is enough to determine its location	
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Pseudonyms 
§  A pseudonym is a name or identifier that can be used instead 

of a real name	


–  Pseudonyms are used to protect the real identities of the nodes	



§  Using fixed pseudonyms eventually provides no protection 
because the attacker relates a pseudonym with a node	



§  Several schemes have been proposed to create dynamic 
pseudonyms	


–  Simple Anonymity Scheme (SAS)	



–  Cryptographic Anonymity Scheme (CAS)	


–  Hashing-based ID Randomization (HIR)	



–  Reverse HIR (RHIR)	
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Pool of Pseudonyms: SAS 
§  Simple Anonymity Scheme (SAS) [Misr06]	



–  Pre-deployment phase:	


–  Defines a K-bit pseudonym address space	


–  Each sensor is assigned with N randomly distributed sub-ranges of l  bits	


–  The BS stores the pseudonym ranges for each node in order to figure out 

the correct decryption key	



	


–  Some sub-ranges can be left “free” for future use in case it is necessary to 

revoke some neighbours	
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…. 

node i node j 

Network-wide pool of pseudonyms 

sub-range of 
pseudonyms 

Pool of Pseudonyms: SAS 
§  Simple Anonymity Scheme (SAS)	



–  Post-deployment phase:	


–  Every node randomly assigns one sub-range to each of its neighbours	


–  The sub-ranges to be used are securely exchanged	


–  Each node builds a pseudonyms table to map pseudonym to and from its 

neighbours together with the corresponding shared key 	



	


–  Node X generates a sender ID and receiver ID for every message, as	



–  SenderID = Indy || random(IDxyini, IDxyend)	


–  ReceiverID = Indx || random(IDyxini, IDyxend) ���

	



–  Node Y uses Indy to search for pseudonym in its table	
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Index TX Sub-Range TX  Sub-range RX Index RX Shared key 

… … … … … 

Indy IDxyini, IDxyend IDyxini, IDyxend Indx Kxy 

… … … … .. 
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Pool of Pseudonyms: SAS 
§  SAS presents some limitations with respect to the memory 

requirements	


–  Every node needs to store a number of sub-ranges of pseudonyms	


–  The pool of pseudonyms will eventually be exhausted	


–  Some sub-ranges may be exhausted while others may be not	



§  No limitations from a computational point of view 	


–  It is only necessary to find the Index in the pseudonyms table	


–  Check the received pseudonym is in range, and	


–  Decrypt with the shared key	



§  When a node is compromised, the attacker obtains all the 
pseudonyms and shared secrets	


–  Revocation of nodes is useful but limits the pool of pseudonyms	



§  An outsider could determine the ranges of pseudonyms used by a 
particular node or even impersonate it	
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Crypto-based Pseudonyms: CAS 
§  Cryptographic Anonymity Scheme (CAS) [Misr06]	



–  Uses Keyed Hash Functions (KHF) to generate pseudonyms	



–  Pre-deployment 	


–  Nodes are assigned a pseudo-random function fx, a key shared with the BS 

KBSx, and a random seed sBSx for communication with the BS	


–  Every pair of neighbours share a key Kxy and random seed sxy 

–  Every node builds a pseudonym table with an entry for each neighbour	



–  The sequence number is used during message generation for the creation of 
indistinguishable pseudonyms	
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Index Seed  # sequence Shared key Neigh 
Index 

… … … … … 

Indx sxy seqxy Kxy Indy 

… … … … … 
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Crypto-based Pseudonyms: CAS 
§  Cryptographic Anonymity Scheme (CAS) [Misr06]	



–  Communication phase 	


–  Messages from x  to BS (going through node y ) have the following form	


	

 	

	


	

 	

 	

SID || RID || EncryptedPayload || seqxy	



	


•  SID = Indx || HKBSx (sBSx  XOR seqxy)	


•  RID = Indy || HKxy (sxy  XOR seqxy)	



-  Again, the recipient uses the Index to find sxy and Kxy  in its table and check 
the validity of RID	



-   The SID is used by the BS to check the source of the message and obtain 
the decryption key	
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Crypto-based Pseudonyms: CAS 
§  CAS is more computationally intensive than SAS but it reduces 

the memory requirements	

	


–  The source needs to generate 2 pseudonyms	



–  Any intermediary generates 1 pseudonym	



–  A non-intended recipient also need to compute the hash value to check 
whether the RID is intended to it	



–  External attackers learn nothing by observing the pseudonyms	



§  Both SAS and CAS are based on the assumption that an 
attacker cannot compromise the secrets shared between 
nodes	
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Crypto-based Pseudonyms: Hash Chains 
§  To reduce the impact of shared secrets being compromised, 

Keyed Hash Chains are used to generate pseudonyms [Ouya07]	


	



	



	



§  A sensor node can delete its previous ID and generate a new 
one after sending a message	


–  Provides backward anonymity as the hash function cannot be reversed	



§  They proposed two schemes 	


–  HIR (Hashing-based ID Randomization)	


–  RHIR (Reverse HIR)	
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ID→HK (ID)→HK (HK (ID))→ ...→HK
n (ID)

ID← HK (ID)← HK (HK (ID))← ...← HK
n (ID)

Crypto-based Pseudonyms: HIR 
§  Hashing-based ID Randomization (HIR)	



–  Sensors determine their uplink and downlink neighbours and share 
pairwise keys with them	



–  Create a table that includes the keyed hash values of their neighbours	



	



–  Messages have the following form:  M = HR || HS || t || Data 	


	



•   	

 	

 	

 	

 pseudonym used to identify the next recipient of M	


•   	

 	

 	

 	

 pseudonym used for the BS to identify the original source 	


	

 	

 	

 	

(t indicates the depth of HS)	
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KAE(IDA) up 

BS 
E

B
A

D

C

HR = HKXY

depthY (IDY )
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Crypto-based Pseudonyms: RHIR 
§  Reverse Hashing ID Randomization (RHIR)	



–  RHIR uses the hash chain in reverse order	



–  The sensor node needs to compute the hash chain first and store it 
locally	



–  An attacker cannot obtain the next pseudonyms to be used even if he 
compromises the key K	



–  However, it limits the number of available pseudonyms	


•  Generating a large number of pseudonyms implies a large memory 

consumption	
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Source Location Privacy (SLP) 
§  Aims to protect the location of nodes generating event 

messages [Oztu04,Kama05]	



–  The location of the source nodes indicates the location of events	



§  Problem motivated by the Panda Hunter Game: 	
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Source Location Privacy (SLP) 
§  Panda vs Hunter:	



–  Sensor nodes report the presence of the panda as soon as they sense 
it	



–  Messages are sent in a hop-by-hop manner towards the base station	



–  The hunter is equipped with a device that allows him to listen to the 
communications generated by sensor nodes	



–  Encrypting the content of the messages cannot help because the mere 
existence of messages is indicative of the occurrence of events	



§  How to provide a solution depends on the model of attacker:	


–  local	



–  global	


–  …	
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SLP: Local Adversaries	
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Local Adversaries 
§  The attacker usually stays close to the base station 

[Oztu04,Kama05]. Upon the reception of a packet he will jump 
in that direction. 	


–  The process is repeated for each received packet	



§  The attacker finds the source because messages always follow 
the same route to the base station	
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Local Adversaries: Solutions 

§  The goal is to mislead the adversary in order to increase the 
safety period	


–  which is the number of packets sent by the source before the panda is 

caught (time the panda is safe)	



§  Most of the proposed solutions to counter local adversaries 
are based on the randomization of routes 	
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§  That is, using different 
paths for different 
packets could be an 
effective defence	



Local Adversaries: Solutions 

§  However, the randomization of the routes has a cost:	


–  it introduces some delay in the arrival of packets to the base station	



–  possible increase in the probability of packet loss due to the use of 
longer paths	



–  significant increase in energy consumption due to the increasing number 
of hops a packet needs to perform to reach destination  	



§  Goal: 	


–  How to use different paths while avoiding aforementioned drawbacks?	
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Phantom Routing 

§  Phantom Routing [Oztu04, Kama05] was the first solution 
proposed, and most other solutions concentrate on improving 
it	



§  It was developed after analysing the privacy implications of 
widely used routing protocols in WSNs	


–  Single-path / shortest-path routing	



•  Shortest safety period	


•  Lowest power consumption	



–  Baseline flooding 	


•  Shortest safety period	


•  Largest power consumption	



–  Probabilistic flooding	


•  Increased safety period	


•  Reduced power consumption	


•  Reduced delivery probability	
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BS

source

Baseline Flooding showing shortest path 
(in orange) 

Phantom Routing 

§  It consist of two phases	


1.  Random or directed walk	



2.  Flooding or single path 	


	



§  During the walking phase the packet travels for h hops until it 
reaches a random phantom source	


–  The phantom source leads the adversary away from the real source	



–  If no packets are received the attacker returns	
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Phantom Routing 

§  The walking phase must be carefully 
designed in order to avoid	


–  Similar consecutive paths	



–  Phantom sources close to the real source 
node	



	



§  The directed random walk aims to 
prevent previous problems by grouping 
neighbours into closer and further	



§  Main limitations of Phantom Routing	


–  Increased latency and energy consumption	
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Figure 7: Illustration of Directed Walk Algorithm.

order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.

4. CONCLUDING REMARKS
Networks of energy-constrained sensor nodes are increas-

ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.
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order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.

4. CONCLUDING REMARKS
Networks of energy-constrained sensor nodes are increas-

ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.

5. REFERENCES
[1] Wireless securty workshop. See

http://www.ece.cmu.edu/ adrian/wise2004/.
[2] P. Bahl and V. N. Padmanabhan. RADAR: An in-building

RF-based user location and tracking system. In Proceedings
of IEEE INFOCOM’00, 2000.

[3] C. L. Barrett, S. J. Eidenbenz, L. Kroc, M. Marathe, and
J. P. Smit. Parametric probabilistic sensor network routing.
In Proceedings of the 2nd ACM international conference on
Wireless sensor networks and applications, 2003.

[4] D. Braginsky and D. Estrin. Rumor routing algorthim for
sensor networks . In Proceedings of the 1st ACM
international workshop on Wireless sensor networks and
applications, 2002.

[5] D. Chaum. Untraceable electronic mail, return addresses,
and digital pseudonyms. Communications of the ACM,
24:84–88, 1981.

[6] Z. Cheng and W. Heinzelman. Flooding Strategy for Target
Discovery in Wireless Networks. In proceedings of the Sixth
ACM International Workshop on Modeling, Analysis and
Simulation of Wireless and Mobile Systems (MSWiM
2003), 2003.

[7] P. Th. Eugster, R. Guerraoui, S. B. Handurukande,
P. Kouznetsov, and A.-M. Kermarrec. Lightweight
probabilistic broadcast. ACM Transactions on Computer
Systems (TOCS), 21(4):341 – 374, November 2003.

[8] M. Gruteser and D. Grunwald. Anonymous Usage of
Location-based Services through Spatial and Temporal
Cloaking. In Proceedings of the nternational Conference on
Mobile Systems, Applications, and Services (MobiSys),
2003.

[9] M. Gruteser, G. Schelle, A. Jain, R. Han, and D. Grunwald.
Privacy-aware location sensor networks. In Workshop on
Hot Topics in Operating Systems (HotOS), 2003.

[10] C. Intanagonwiwat, R. Govindan, and D. Estrin. Directed
Diffusion: A Scalable and Robust Communication
Paradigm for Sensor Networks. In Proceedings of the Sixth
Annual ACM/IEEE International Conference on Mobile
Computing and Networks (MobiCOM), August 2000.

[11] H. Lim and C. Kim. Flooding in Wireless Ad-hoc Networks.
In IEEE computer communications, 2000.

[12] Mixmaster remailer. http://mixmaster.sourceforge.net/.
[13] M.Reed, P. Syverson, and D. Goldschlag. Anonymous

connections and onion routing. IEEE Journal on Selected
Areas in Communications, 16:482–494, May 1998.

[14] D. Niculescu and B. Nath. Ad Hoc Positioning System
(APS). In Proceedings of the IEEE GLOBECOM 2001,
November 2001.

[15] D. Niculescu and B. Nath. Trajectory Based Forwarding
and its Applications. In Proceedings of the Ninth Annual
ACM/IEEE International Conference on Mobile
Computing and Networks (MobiCOM), pages 260–272,
September 2003.

[16] A. Savvides, C. Han, and M. B. Strivastava. Dynamic
fine-grained localization in Ad-Hoc networks of sensors. In
International Conference on Mobile Computing and
Networks (MobiCOM), pages 166–179, 2001.

[17] P. Syverson, M. Reed, and D. Goldschlag. Onion routing
access configurations. In DISCEX 2000: Proceedings of the
DARPA Information Survivability Conference and
Exposition, pages 34–40, January 2000.

93

1 2

3

4

6 5

8

7

(a) random walk (b) neighbor grouping method

20 30 40 50 60 70 80
20

30

40

50

60

70

80

90

100

# of Hops Between Source and Sink

A
ve

ra
ge

 D
el

iv
er

y 
La

te
nc

y

Flooding
Phantom Flooding

(c) directed walk (d) Latency for Phantom Flooding

Figure 7: Illustration of Directed Walk Algorithm.

order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.

4. CONCLUDING REMARKS
Networks of energy-constrained sensor nodes are increas-

ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.
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order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.

4. CONCLUDING REMARKS
Networks of energy-constrained sensor nodes are increas-

ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.
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order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.
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ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.
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order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.

4. CONCLUDING REMARKS
Networks of energy-constrained sensor nodes are increas-

ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.
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Local Adversaries: Solutions 

§  As mentioned, most other solutions concentrate on improving 
Phantom Routing.  Among them, we highlight:	


–  Undirected random walks (URW)	



•  GROW (Greedy Random Walk)	


•  Random Parallel routing	


•  Cross-layer source location privacy	



–  Directed random walks (DRW)	


•  PRLA (Phantom Routing based on location angle)	


•  WRS (Weighted Random Stride)	


•  RRIN (Random Intermediate Node) & STaR (Sink Toroidal Region)	



–  Network Loop methods (NL)	


•  CEM (Cyclic Entrapment Method)	


•  NMR (Network Mixing Ring)	
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Ø  Undirected random walks (URW)	


	



Ø  Directed random walks (DRW)	



	


Ø  Network Loop methods (NL)	



77 

URW: Greedy Random Walk 
§  GROW (Greedy Random Walk) is a greedy two-way random 

walk algorithm [Xi06]	


1.  Base station sends a random walk message to build a path of 

receptors	


2.  Every new message sent by the source will follow a random walk that 

will eventually hit the path of receptors	
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URW: Random Parallel Routing 

§  In [Wang09] every sensor node is pre-assigned N parallel paths 
to the base station	
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BSS

§  Paths must be geographically 
separated so that attacker cannot 
overhear packets on other paths	



§  Messages must be evenly distributed on each path so that the 
attacker does not have an advantage by choosing a particular 
path	



L1

Ln

p1

pn

URW: Random Parallel Routing 

§  There are some limitations in Random Parallel Routing with 
respect to:	



–  Complexity	


•  Path calculation is a complex task	


•  Storing N paths requires much memory	



•  The path to follow must be stored in each packet	



–  Privacy	


•  In practice, since paths are parallel, capturing few packets in a 

path help to infer the direction to the source	
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URW: Cross-layer source location privacy 

§  Cross-layer source location privacy [Shao09a] benefits from 
beacon messages to conceal the walking phase of Phantom 
Routing	
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§  Beacons are broadcasted periodically to 
announce node presence and for 
network configuration purposes	


•  Beacons are transmitted regardless of 

the presence of events in the field	


•  Contain a 15 bytes payload 	



•  Event data can be hidden (encrypted) 
within beacon messages without raising 
suspicion	



URW: Cross-layer source location privacy 

§  Beacons travel for several hops to a pivot node (~phantom 
source), which passes the event data to the routing layer	



§  Provides perfect privacy for all attackers within the beaconing 
range as long as they are not within range of the pivot node or 
on the path from the pivot node to the BS	



82 

§  Therefore, source nodes must choose 
different pivot nodes or the attacker will 
be able to reach the “edge” of the 
beaconing area	


-  Specially when the distance between the 

source and pivot cannot be large 
because it has a significant impact on the 
delivery time	
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URW: Cross-layer source location privacy 

§  A double cross-layer solution improves privacy when the 
attacker is near the BS	


•  The routing layer usually implements a shortest-path routing 

algorithm	



§  The pivot node does not send the packet to the BS directly	
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§  The pivot node chooses a random 
node (using the routing layer) to start 
a second MAC-layer broadcast	



§  Additional phases increase latency and 
don’t necessarily improve privacy	



URW: Clouds of fake messages 

§  The walking phase in [Mahm11,12] is hidden within a cloud of 
fake messages with irregular shape	



§  Clouds are activated by real packets���
traveling to fake sources	



§  Fake sources are chosen during setup���
using discovery messages	


–  The node chooses a subset of nodes at distance h	



–  The response includes the path and a random number R used for 
generating (chains of) pseudonyms between neighbors in the route	
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BS 

source 

fake source 
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node. To resolve this problem, the source node can attach the 
direction of the random walk to the packet header, and each 
node in the random-walk route forwards the packet to a ran-
dom neighbor in the same direction. However, once a packet is 
captured in the random-walk route, the adversary can get the 
direction information to the source node, which reduces the 
complexity of tracing the packets back to the source.  

Wang et al. [4] present a privacy-aware parallel routing 
scheme to maximize the time of tracing packets back to the 
source node. A weighted random stride routing that breaks the 
entire routing into strides is proposed. In [5], dynamically se-
lected nodes in each route modify the packets to make tracing 
packets back to the source node unlikely. However, the adver-
sary can trace the modified packets if there are only one or few 
transmissions. The proposed schemes in [6, 7] conceal the 
nodes’ network/MAC addresses in order to achieve anonym-
ous communications for mobile ad hoc networks. However, 
these schemes employ different network and threat models 
from the ones suitable for the source location-privacy problem 
in sensor networks. 

III. NETWORK AND ADVERSARY MODELS 

The WSN is composed of the sink and a large number of 
sensor nodes which are interconnected through wireless links 
to perform distributed data collection. The sensor nodes are 
resource-limited devices with computation, communication, 
and sensing abilities, but the sink has much more computation 
and storage capabilities. The sink and the sensor nodes are 
stationary. The sink has two basic functions: a) broadcasting 
beacon packets to bootstrap our scheme; and b) collecting the 
data sensed by the sensor nodes. Each sensor node has a 
transmission radius of r meters and the communication in the 
network is bidirectional, i.e., any two nodes within wireless 
transmission range may communicate with each other. Multi-
hop communication is used if the distance between a source 
node and the sink is more than r, where some sensor nodes 
(called relaying nodes) relay the source node’s packets.  

The adversary eavesdrops on the network traffic to locate 
source nodes. He resides at the sink and follows the packets’ 
movement to the source node. The adversary uses sophisti-
cated devices that can accurately determine the location of the 
node that sends a packet. The overhearing range of the adver-
sary can be multiple times of the sensor nodes’ transmission 
range because the sensor nodes are cheap and simple devices, 
but he cannot monitor the entire network.  

IV. PRIVACY PRESERVING SCHEME  

A. Pre-deployment and Bootstrapping Phase  

Before deploying the network, each sensor node A is loaded 
with a unique identity IDA, a shared key with the sink KA, and 
a secret key dA that is used to compute a shared key with any 
sensor node using identity based cryptography (IBC) based on 
bilinear pairing. According to [8], the bilinear mapping ê can 
be computed efficiently using the Weil and Tate pairings on 
elliptic curves. Using IBC, two sensor nodes with identi-
ty/private key pairs (IDA, dA) and (IDB, dB) can independently 
compute the shared key using one pairing operation and with-
out exchanging messages as follows. 

KAB = ê(H’(IDB), dA) = ê(H’(IDA), dB) = KBA 

After deploying the network, the sink broadcasts a beacon 
packet and each node adds its identity and broadcasts the 

packet so that each node can know the shortest route to the 
sink which includes the identities of the nodes in the first re-
ceived beacon. Every sensor node determines its location and 
notifies the sink using the shortest route. In order to assign 
fake source nodes, node A broadcasts Fake Nodes Request 
Packet (FREQ) that contains the maximum number of hops 
(hmax) the packet can be propagated. Each node adds its identi-
ty and broadcasts the packet if the number of hops is less than 
hmax; otherwise, it unicasts Fake Nodes Request Reply Packet 
(FREP) to node A containing the identities of the nodes in the 
route. Node A receives multiple FREP packets containing dif-
ferent routes with maximum number of hops of hmax. It choos-
es a group of nodes at different number of hops and unicasts 
the Fake Node Assignment Packets (FASS) to assign them as 
fake source nodes to its packets. For each FASS, node A adds 
the identities of the nodes in the route and a random value that 
will be used to generate pseudonyms shared between each two 
neighboring nodes in the route. To reduce the number of FASS 
packets, one packet can assign multiple fake source nodes, 
e.g., the end and some intermediate nodes.  

Finally, each node groups its one-hop neighbors in such a 
way that each group can send packets in different directions, 
e.g., by choosing the nodes in opposite directions in one group. 
An example for grouping a node’s neighbors is shown in Fig. 
1. Node X divides its neighbors into three groups with four 
nodes in each group ({{A1, A2, A3, A4}, {B1, B2, B3, B4}, {C1, 
C2, C3, C4}}) in such a way that each group can send packets 
in different directions. Node X has also to share a key with 
each group. A simple way to do this is by computing the 
shared keys with its neighbors using bilinear pairing and send-
ing the group key and random value encrypted with the shared 
key to each neighboring node. The random value will be used 
to create pseudonyms for the group.  

 
Fig. 1: Grouping the one-hop neighbors of node X. 

B. Event Transmission Phase 

As illustrated in Fig. 2, in this phase, the real source node 
sends events anonymously to fake source nodes to send to the 
sink, and simultaneously, a cloud of fake packets is activated 
to protect the source node’s location.  

1) Pseudonyms 

If two nodes share a key, they can create a sequence of 
pseudonyms using one-way keyed hash function by iteratively 
hashing a random value. For example, the two nodes A and B 
which share the key KAB can create the following pseudonyms 
using the random value R and the hash function H(): 


()

, 
()

, 
()

, …. , 
()

,  

Where:  
() = (, 

()) and 
() = (,). 
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Ø  Undirected random walks (URW)	


	



Ø  Directed random walks (DRW)	



	


Ø  Network Loop methods (NL)	
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Directed Random Walks (DRW) 
§  Directed Random Walks (DRW) were introduced to guide the 

walking phase and thereby circumvent some of the problems 
derived from using pure random walks 	



–  Similar consecutive paths	


–  Phantom sources close to the real source node	



§  The following solutions aim to enhance the basic mechanism 
devised by Phantom Routing	


-  Grouping neighbours in two groups	



•  Closer	


•  Further	
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Figure 7: Illustration of Directed Walk Algorithm.

order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.

4. CONCLUDING REMARKS
Networks of energy-constrained sensor nodes are increas-

ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.
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order to avoid random walks cancelling each other, we need
to introduce bias into the walking process, and therefore we
propose the use of directed walk to provide location-privacy.
In directed walk, we separate the neighbors into two groups
so that those nodes whose directions are opposite to each
other do not belong to the same group, as illustrated in Fig-
ure 7(b). At the first step of the directed walk, the node
randomly picks one group, and later steps will only choose
neighbor nodes from that specific group. This method can
remove the paths that loop back upon themselves in the ran-
dom walk. As a result, the routing can leave the source area
and reach a random location (illustrated in Figure 7(c)).

Directed walk requires a node knows the relative position
of its neighbors. Such knowledge can be obtained by using
ranging [2, 14, 16] and angle of arrival (AOA) [15] measure-
ments.

In this simulation, we varied the source location by vary-
ing the shortest path between the source and the sink as
in earlier sections. We also varied the directed walk length
(hwalk) to study its bearing on the privacy level. We have
found that even with a directed walk length of 10, the Hunter
cannot track the source location. Phantom flooding success-
fully protects the source location privacy.

Compared to baseline flooding, phantom flooding does not
increase the energy consumption because each node at most
forwards the same message once. However, phantom flood-
ing can potentially increase the average message latency be-
cause every message is directed to a random location first.
We expect that the latency should be increased at least by
the factor hwalk. Figure 7(d) shows the average shortest
message latency for different source locations. We find that
the increase in latency is always between 20 and 30. As the
network size increases, this relative increase is negligible.

4. CONCLUDING REMARKS
Networks of energy-constrained sensor nodes are increas-

ingly being deployed for monitoring and data collection ap-
plications. The very nature of sensor networks such as their
location-dependency, their context sensitivity, and the chal-
lenges of the underlying wireless communication protocols
has created a new set of problems surrounding the security
and privacy of the sensor communications. An important
aspect of the communication context is the source location.
In many applications, if the adversary observes traffic within
the network, he may be able to back track these messages
to locate the event source, which can be a serious privacy
breach for many monitoring and remote-sensing application
scenarios.

In this paper, we have identified this important prob-
lem, and indicated that the source location privacy can be
strongly influenced by the data dissemination techniques or
routing protocols. We have examined one of the most popu-
lar families of routing protocols in sensor networks, namely
flooding. Based on our analysis and simulations, we have
found out that neither of these protocols are capable of pro-
viding source location privacy.

We have proposed a family of techniques for the flood-
ing routing classes that enhance their privacy protection.
After observing the privacy performance and energy con-
sumption characteristics of these different methods, we have
proposed a very powerful strategy, known as phantom rout-
ing. Through our simulations, we have shown that phan-
tom routing is capable of keeping the adversary virtually
lost within the sensor network, thus significantly enhancing
source-location privacy, while not incurring any significant
energy overhead.
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DRW: Phantom Routing with Location Angle 

§  PRLA [Weip08] introduces inclination angles to direct random 
walks	


•  Increasing the length of a random walk is useless if the phantom 

source is not placed in a secure place 	


•  An attacker placed in the shortest path from BS to S will have a better 

chance to success if angles of arrival are less pronounced	



	



	



•  Phantom sources with a larger inclination angle are prioritized	
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DRW: Phantom Routing with Location Angle 

§  The source node broadcasts a message for TTL���
hops for nodes in the vicinity to calculate their 
own inclination angle (by law of cosines):	



§  These values are shared between neighbours to 
choose the next hop in the path	



§  This process improves safety period but 
increases communication overhead	
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αi = arccos
H 2 + hi

2 − hs
2

2Hhi

path consisting of such a phantom source will be a wasting 
path, which is defined in the following. 

             
Fig.3 The ratio of wasting path 

 
Definition 2. If the shortest path from the phantom source 

to the sink node passes through the visible area, some parts of 
transmitting path will do no contribution to safety period, the 
safety path will be shorter than the transmitting path, which 
means such transmitting path introduces additional energy 
waste and message latency but not improves the safety period. 
Such transmitting path is called wasting path. 

 
  Let ĭ denote the ratio of the number of waste paths to the 
total amount of transmitting paths. As the strategy of 
completely random walks being used in Phantom Single-path, 
ĭ can be approximately calculated as the ratio of the length 
of ace AB to the perimeter of X. According to the 
trigonometric function, ĭ is given by 

 
        

    (1) 
 

 

 
      Fig. 4.  Inclination angle Įi of node i 

 
In Fig. 4, H is the distance from the sink node to the source 

node. When r=4, Hw=15 and H=60, according to formula (1), 
ĭ=10.7%. It means that wasting paths account for 10.7% 
among all possible transmitting paths. 

On the other hand, as described in the threat model, on the 
tracing back route the attacker will wait for the next message 
in the middle sensor nodes to determine where to trace back. 
So the attacker cannot do further trace back until its locating 
node was chosen as transferring node again. If the probability 
of intersection of transmitting paths is low, the attacker has to 
wait at middle nodes for a long time till the arrival of the next 

message. It is obvious that in the area nearby the shortest path 
from the sink to the source, there is a lot of transmitting paths 
with a large intersecting probability, the speed of tracing back 
will be fast. 

Phantom Single-Path adopts a completely random walk 
strategy to choose phantom source, not considering the 
problem of wasting path. In this paper inclination angle is 
introduced to direct random walk so as to decrease the 
probability of choosing wasting path and reduce the 
intersection probability of transmitting paths. 

 
Definition 3. Inclination angle Įi of any node i is the angle 

formed by the straight line connects node i and the sink and 
the straight line connects the source and the sink. 

 
For convenience, inclination angle Įi of node i is 

approximately calculated by hops instead of distance. As 
shown in Fig.4, Įi will be calculated as follow: 

                     
           (2) 

 
where hi is the hops of the shortest path from node i to sink, 
which can be acquired in the phase of sink flooding query 
messages, hs is the hops of the shortest path from node i to the 
source. In order to obtain the value of hs, PRLA designs a 
process of limitary flooding initiated by the source. In the 
process, the source node broadcasts a flooding message that 
contains a field of inclination angle and a field of TTL whose 
initial value is HW. When node i receives the flooding 
message for the first time, it can get the value of hs according 
to the value of TTL in the flooding message and calculate its 
own inclination angle Įi by formula (2). Then it decreases the 
value of TTL in the message by 1 and replaces the value of 
inclination angle with its own. After that node i will forward 
the message to its neighbor. Neighbors received this message 
will record the value of Įi. Through the flooding, every node 
in the random walk area will be able to obtain its neighbor’s 
inclination angle, and then calculate the transmitting 
probability for every neighbor as follows: 

               
(3) 

 
 
where S is the neighbor set of node i, pj is the transmitting 
probability of neighbor j being chosen as the next hop. It is 
obvious that pj is proportion to the inclination angle Įi. The 
larger is Įi, the higher is the probability of neighbor j being 
on the random walk path. 

On the other hand, considering the change of transmitting 
path also benefit safety period. In PRLA, all neighbors are 
possible to be selected as the next hop, which can increase the 
choice of transmitting path. We call the proposed novel 
random walk strategy as Random walk based on inclination 
angle. 

 

C. PRLA privacy protocol 
 

   Based on the basic idea of PRLA, three phased in PRLA 
are designed, which are described in the following. 
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DRW: Weighted Random Stride 
§  WRS [Wang09] is similar to PRLA in the sense that it chooses 

the next hop in the communication path based on the angle	



–  When a sensor transmits data to the BS it first picks a 
random angle and a stride	



•  The stride defines the number of hops associated to the 
forwarding angle	



•  When the stride is finished, the recipient chooses a new 
forwarding angle and starts a new stride	



–  Nodes are designed to pick ���
larger forwarding angles with ���
higher probability	
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DRW: Routing via Random Intermediate Nodes  

§  The strategy adopted by [LiRe09a] is to choose a random 
intermediate node (RRIN) in such a way that they don’t stay 
close to the source	
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§  A node at (x0, y0) first chooses a 
random distance drand such that 
drand ≥ dmin	



§  Then chooses a random relative 
location (xd, yd), located outside 
the range of dmin, from where the 
packet will be routed to the BS	


–  The node closest to this position will 

be used as intermediate node	
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DRW: STaR routing  

§  The STaR [Ligh10] aims to reduce the cost associated to the 
selection of pure random intermediate nodes in the field	


–  Results in large communication paths	



§  Instead, RRIN nodes are uniformly and randomly chosen within 
a toroidal region around the base station	


–   	



§  The RRIN finally forwards the���
packet to the sink using single- ���
path routing	
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(xi, yi ) = (x0 + d cosθ, y0 + d sinθ )

BS
r

R
(x0, y0)

DRW: STaR routing  

§  The design is intended to give the illusion that the source node 
is sending messages from all possible directions	



§  By limiting the area from where random nodes are selected 
STaR reduces the energy consumption compared to RRIN	


–  However, it is not clear whether ���

it is efficient to reach nodes ���
behind the sink	



–  Also, this scheme presents the ���
problem described by PRLA wrt ���
to the selection of intermediate ���
nodes near the shortest path ���
between the source and the sink	
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Ø  Undirected random walks (URW)	



Ø  Directed random walks (DRW)	



Ø  Network Loop methods (NL)	
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NL: Network Loops 

§  Network loops consist of a sequence of nodes that transmit 
fake messages that cycle along the loop	



§  The goal is to mislead the adversary from the real path of 
messages and thereby increasing the safety period (i.e., the time 
it takes for the adversary to reach the source) 	
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NL: Cyclic Entrapment Method 

§  CEM [Ouya06] aims to trap adversaries into network loops and  
keep the adversary away from source as much time as possible	



§  After deployment, each node decides ���
whether it will generate a loop with���
probability p 	


–  The node selects two neighbours A, B 
–  Sends the packet to A and after h hops���

it is delivered to B 
–  All intermediaries become loop members	



§  Loops are activated when a real packet���
being routed from the source to the ���
sink encounters a loop member (activation���
node)	
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NL: Cyclic Entrapment Method 

§  Benefits of CEM	


–  Real traffic routed normally, no extra delays	


–  Fake traffic (i.e., network loops) are deactivated as soon as the 

loops stops receiving real traffic	



§  Protection level	


−  Depends on the number of active loops ���

(energy trade-off)	


−  The attacker is forced to choose which���

path to follow “randomly” from all the���
packets observed at the activation node	



−  However, he might deduce the right ���
direction by checking shortest-path ���
deviation	
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NL: Network Mixing Ring 
§  The NMR [LiRe09b] builds a ring around the base station which receives 

real traffic that is mixed with fake traffic before it is finally relayed to its 
destination 	



§  The communications within the ring have the ���
following features	



–  Messages always flow in the clockwise direction	


–  Only a few nodes in the ring generate traffic���

(vehicle messages)	



–  Vehicle messages transport several data units, which���
are all initially fake	



–  Fake data units can be replaced with real messages	


–  Real message are relayed several hops before exiting���

the ring	


–  Vehicle messages are re-encrypted at every hop	



§  Real traffic is relayed for a random number of hops to prevent the 
adversary from learning the entry point to the ring	
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B. The Adversaries Model

Because of the high profits related to panda hunting, the
adversaries would try their best to equip themselves with
advanced equipments, which means they would have some
technical advantages over the sensor nodes. In this paper, the
adversaries are assumed to have the following characteristics:

• The adversaries will have sufficient energy resource, ade-
quate computation capability and enough memory for data
storage. On detecting an event, they could determine the
immediate sender by analyzing the strength and direction
of the signal they received. They can move to this sender’s
location without too much delay. The adversaries may also
compromise some sensor nodes in the network. We also
assume that the adversaries will never miss any event when
they are close to the event.

• The adversaries will not interfere with the proper func-
tioning of the network, such as modifying packets, altering
the routing path, or destroying sensor devices, since such
activities can be easily identified. However, the adversaries
may carry out passive attacks, such as eavesdropping of
the communications.

• The adversaries are able to monitor the traffic in an area
that is important to them and get all of the transmitted
messages. However, we assume that the adversaries are
unable to monitor the entire network. In fact, if the adver-
saries could monitor the entire wireless sensor networks,
then they can monitor the events directly without relying
on the sensor network.

C. Design Goals

Our design goal can be summarized as follows:
• The adversaries should not be able to get the source-

location information by analyzing the traffic pattern.
• The adversaries should not be able to get the source-

location information even if they are able to monitor
certain area of the sensor network and compromise a few
network nodes.

• Only the SINK node is able to identify the source-
location through the messages received. The recovery of
the source-location from the received message should be
very efficient.

• The length of each message should be as short as possible
to save the previous sensor node power. This is because
that on average, transmission of one bit consumes about
as much power as executing 800-1000 instructions [27].

D. Overview of the Proposed Scheme

In our scheme, the network would be evenly divided into
small grids as shown in Fig. 1. The formation of the grid and
the header node selection in each grid have been studied in
many literature works [28]–[31]. We assume that the sensor
nodes in each grid are all within the direct communication range
of each other. In each grid, the header node coordinates the

Fig. 1. Grids Formation

communication with other header nodes nearby. We assume
that the whole network is fully connected through the multi-
hop communications.

After the formation of all the grids, a large ring is generated
in the sensor network to provide network-level traffic mix. This
ring is called the mixing ring. The mixing ring is composed of
multiple header nodes. We call these header nodes ring nodes.
The ring nodes are further divided into relay ring nodes and
normal ring nodes. The messages that will be transmitted in
the mixing ring are referred to as vehicle messages. Vehicle
messages will be transmitted in the ring in the clockwise
direction, called ring direction. Only relay ring nodes can
generate vehicle message. We also define the grids containing
ring node as ring grids. Correspondingly, the grids without
ring nodes are called normal grids, the sensor nodes in normal
grids are defined as normal nodes, the messages sent by the
normal nodes as referred as data messages. When a normal
node has an event message to transmit, the message will first be
transmitted to the header node in that grid. The header node will
then forward this message to a randomly selected intermediate
node before it is being forwarded to a ring node. The ring
transmission provides a network-level traffic mix. The detailed
description of the proposed two-phase routing will be described
in the subsequent sections.

IV. PROPOSED DYNAMIC ID AND KEY MANAGEMENT

A. Dynamic ID Assignment

In [16], each sensor node is assumed to have a unique ID
that corresponds to a physical location. Only the SINK node
can tell a node’s location from its ID. The source node ID is
directly included in the message packet. This ID also serves
as the identifier of the encryption key shared between the grid
and the SINK node. The problem of this design is that the
adversaries could monitor the traffic of the network and link
multiple packets from the same sensor node, which may help
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Context-Aware Location Privacy 

§  Previous solutions are too resource consuming because they 
are active 24/7	


–  We trigger the protection mechanism only in the presence of the 

adversary���
	



§  CALP [Rios11b] benefits from sensors’ context-awareness to 
anticipate the adversary movements 	


–  Minimize the number of ���

captured packets	


–  Minimize the energy���

consumption	
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SLP: Global Adversaries���
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Global Adversary 

§  Global attackers are able to monitor the transmission rate of 
every node in the network	



§  A global view of the network ���
is usually obtained by several ���
colluding adversaries	


–  This can be achieved by deploying���

an adversarial network covering���
the sensor field���
	



§  Routing-based techniques are���
known to be ineffective against���
attackers with a complete view	
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Fake Message Transmission 
§  A global attacker can easily spot the source of messages 

because sensor nodes only transmit in the presence of real 
events	



§  The idea is to make every node to transmit fake messages (Fx) 
in order to hide the presence of real events within fake 
transmissions [Meht07]	


–  Make the traffic pattern independent of the presence of events	
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Fake Message Transmission 
§  Sending fake messages at a constant rate cannot hide the 

source because the occurrence of a real event message (Ex) 
will change the fake message transmission pattern	



	


§  Periodic Collection [Meht07,12]: Real messages must be 

delayed (δ) in order to follow the same distribution as fake 
messages	


–  Send fake messages only if there is no real data to transmit	
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Perfect Event Unobservability 
§  This method provides the best level of protection (perfect 

event source unobservability), however it might introduce an 
abusive delivery delay	



§  Intuitively, the delay can be reduced by reducing the fake inter-
transmission times	


–  Trade-off between energy consumption and delivery time	



•  Large Δ to ensure the durability of the network	


•  Low   Δ to meet the latency requirements of the application	



103 

1 δ1 δ2 

1F 3F 5F 7F
1E 2E2F 4F 6F

Problem to solve 

§  The problem to be solved is:	


–  To provide source location privacy without introducing an 

excessive delay in nodes transmissions, while preserving 
nodes batteries	



	



§  Some solutions to the problem	


–  Source simulation	


–  Bogus traffic filtering	



–  Statistical approaches	
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Source Simulation 
§  To reduce the energy consumption, [Meht07,12] propose to 

reduce the number of potential sources by creating multiple 
candidate traces	



§  Modelling the behaviour of real objects is quite challenging	


–  The attacker would be able to easily distinguish fake from real 

objects if objects are inaccurately simulated	
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Fig. 2. Movement pattern leaks the location of the panda

pandas. As shown in Figure 2, the panda moves from S1 to
S4 along the path {S1, S2, S3, S4}. In this case, the traffic
generated by the panda exhibits a sequential pattern from S1

to S4. As a global eavesdropper, it can then quickly determine
that the traffic generated from places {F1, F2, ..., F6} is likely
to be virtual, and the traffic generated from {S1, ..., S4} is
likely to be generated by a real panda. As a result, the
adversary can easily tell that the panda is currently close to
position S4.
Fortunately, in most cases, an adversary will not have sub-

stantially more knowledge about the behavior of real objects
than the defender. Even if the attacker learns about the object
behavior over time, the defender will learn the same behavior
and can broadcast occasional updates to the object movement
model. Thus, it is often reasonable to assume that the adversary
and the defender have similar knowledge about the behavior of
real objects. We can then create more useful candidate traces in
the field to hide real objects. Though it is challenging to model
real objects, research on learning and modeling behavior of
objects are quite active. We believe that it will not be a very
difficult problem to obtain a reasonable behavior model for the
object in the field. Modeling of objects is beyond the scope
of this paper.
1) Protocol Description: In the source simulation approach,

a set of virtual objects will be simulated in the field. Each
of them will generate a traffic pattern similar to that of a
real object. Figure 3 shows the idea of this approach. In
this example, pandas move randomly in the field. Both the
adversary and the defender have a model of this random
movement pattern. After network deployment, each virtual
object is treated like a real object, as sensors detect it and send
the object’s information to the base station. The protocol works
in rounds. In the every round, the node simulating the fake
panda will randomly pick a sensor node in its neighborhood
(including itself) and ask this node to simulate the real panda
in the next round. In this way, there will be multiple movement
patterns similar to that of real pandas. In Figure 3, there are
three such virtual pandas simulating real pandas.
Source simulation then works as follows. Before deploy-

Fig. 3. Simulating virtual objects in the field

ment, we randomly select a set of L sensor nodes and pre-load
each of them with a different token. Every token has a unique
ID. These tokens will be passed around between sensor nodes
to simulate the behavior of real objects. For convenience, we
call the node holding a token the token node. We also assume
that the profile for the behavior of real objects is available for
us to create candidate traces.
After deployment, every token node will emit a signal

mimicking the signal used by real objects for event detection.
This will trigger the event detection process in the local area
and generate traffic as if a real event was detected. The token
node will then determine who in its neighborhood (including
itself) needs to simulate the next round of source simulation
based on the profile for the behavior of real objects. The token
will then be passed to the selected node. The delivery of such
token between sensor nodes will be always protected by the
pairwise key established between them.
Note that the simulation requests create additional messages

that can help the attacker distinguish real objects from virtual
ones. To protect against this, we require that nodes that detect
the real object also send an extra message in the system
each round. Alternatively, we can attach the requests to the
messages to the base station, given that all messages would
be received by neighbor nodes.
2) Privacy: Assume that the defender can build a model

for the behavior of real objects that can always create a useful
candidate trace in the network with probability P . In other
words, any candidate trace created by the defender in the
network will be considered as a valid candidate trace by the
attacker with probability P . Let C be the number of real
objects in the network. We can see that the set of candidate
locations ST includes an average of C+L×P node IDs. As a
result, the privacy provided by the source simulation approach
can be estimated by

b = log2
C + L × P

C
= log2(1 +

L × P

C
).

Since we assume that both the adversary and the defender
have similar knowledge about the behavior of real objects, we
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than the defender. Even if the attacker learns about the object
behavior over time, the defender will learn the same behavior
and can broadcast occasional updates to the object movement
model. Thus, it is often reasonable to assume that the adversary
and the defender have similar knowledge about the behavior of
real objects. We can then create more useful candidate traces in
the field to hide real objects. Though it is challenging to model
real objects, research on learning and modeling behavior of
objects are quite active. We believe that it will not be a very
difficult problem to obtain a reasonable behavior model for the
object in the field. Modeling of objects is beyond the scope
of this paper.
1) Protocol Description: In the source simulation approach,

a set of virtual objects will be simulated in the field. Each
of them will generate a traffic pattern similar to that of a
real object. Figure 3 shows the idea of this approach. In
this example, pandas move randomly in the field. Both the
adversary and the defender have a model of this random
movement pattern. After network deployment, each virtual
object is treated like a real object, as sensors detect it and send
the object’s information to the base station. The protocol works
in rounds. In the every round, the node simulating the fake
panda will randomly pick a sensor node in its neighborhood
(including itself) and ask this node to simulate the real panda
in the next round. In this way, there will be multiple movement
patterns similar to that of real pandas. In Figure 3, there are
three such virtual pandas simulating real pandas.
Source simulation then works as follows. Before deploy-
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ment, we randomly select a set of L sensor nodes and pre-load
each of them with a different token. Every token has a unique
ID. These tokens will be passed around between sensor nodes
to simulate the behavior of real objects. For convenience, we
call the node holding a token the token node. We also assume
that the profile for the behavior of real objects is available for
us to create candidate traces.
After deployment, every token node will emit a signal

mimicking the signal used by real objects for event detection.
This will trigger the event detection process in the local area
and generate traffic as if a real event was detected. The token
node will then determine who in its neighborhood (including
itself) needs to simulate the next round of source simulation
based on the profile for the behavior of real objects. The token
will then be passed to the selected node. The delivery of such
token between sensor nodes will be always protected by the
pairwise key established between them.
Note that the simulation requests create additional messages

that can help the attacker distinguish real objects from virtual
ones. To protect against this, we require that nodes that detect
the real object also send an extra message in the system
each round. Alternatively, we can attach the requests to the
messages to the base station, given that all messages would
be received by neighbor nodes.
2) Privacy: Assume that the defender can build a model

for the behavior of real objects that can always create a useful
candidate trace in the network with probability P . In other
words, any candidate trace created by the defender in the
network will be considered as a valid candidate trace by the
attacker with probability P . Let C be the number of real
objects in the network. We can see that the set of candidate
locations ST includes an average of C+L×P node IDs. As a
result, the privacy provided by the source simulation approach
can be estimated by

b = log2
C + L × P

C
= log2(1 +

L × P

C
).

Since we assume that both the adversary and the defender
have similar knowledge about the behavior of real objects, we
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Source Simulation 
§  Mehta et al. propose a source simulation protocol as follows:	



–  During deployment, a set of L nodes are preloaded with a 
different token	



–  After deployment, token nodes trigger the generation of traffic 
as if a real event was detected	



–  In the next round, the token node passes the token to one of its 
neighbours (including itself) depending on the behaviour of real 
objects	



–  The behaviour is application-dependent	



§  The size of the set L determines the privacy level and also the 
energy consumption	
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Source Simulation 
§  Unobservable Handoff Trajectory (UHT) [Orto11] aims to 

protect events originating at the perimeter of the network 
and eventually expiring inside	


–  E.g., transportation of goods	



§  It consists of a decentralized and ���
self-adaptive scheme that generates ���
fake (mobile) events with the same ���
probability distribution of real events	


–  Real events follow a Poisson of ratio l 
–  Fake events are generated with rate k – l 
–  The overall distribution follows a Poisson���

of ratio k 	
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Bogus Traffic Filtering 
§  A set of sensor nodes work as proxies to collect and filter 

out fake traffic [Yang08]	


–  Cells are sending (real or fake) messages ���

at a given rate (i.e., Periodic Collection)	



§  Upon the reception of traffic a���
proxy operates as follows	


–  Bogus traffic is discarded	



–  Real traffic is temporarily buffered and���
reencrypted	



§  In case there are no real events available, a proxy sends 
encrypted dummy messages	


–  The attacker cannot learn if the message is real or bogus	
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Benefit from existing traffic 

§  The naïve solution to protect from local adversaries in 
[Shao09a] is very similar to Period Collection	
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-  Event data is hidden within beacons, 
which are periodically sent, thus no 
extra communications are necessary	



-  The main downside is that delivery 
time increments drastically with the 
distance from the source to the BS	


•  Beaconing intervals are generally 

large (up to 786 seconds)	



Statistical Approaches 

§  [Shao08] propose to relax the requirement of perfect event 
unobservability (Periodic Collection) to statistically strong 
anonymity to reduce the latency of real events notification	



§  Given an initial message transmission distribution (Fi), upon the 
occurrence of a real event (E1), it can be sent before the next 
scheduled transmission (F4)	


–  The parameters of the message distribution (e.g., μ,σ) must not be 

altered	
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Statistically Strong Source Unobservability 

§  The Anderson-Darling (goodness of fit) test is used to find an appropriate 
inter-message delay (imd)	



	



§  The search process tries to find the shortest delay that passes the test 
starting at 0 and gradually increasing this value by a small random number	



§  As real messages are re-scheduled a.s.a.p., the presence of bursts of events 
may skew the mean of the distribution	


–  The imd for a real message is, on average, shorter than the mean	


–  This is solved by a mean recovery mechanism, which delays subsequent 

transmissions	
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Minimum Connected Dominating Set 
§  Global eavesdropping is usually achieved by means of an adversarial 

sensor network deployed to monitor all the transmissions of the 
network	


–  The adversary cannot exactly determine ���

the transmission rate of every particular ���
node 	



–  Each adversarial node only knows the ���
number of packets sent in its hearing range	



§  Therefore, not all sensor nodes need to ���
be active sources of fake traffic [Proa12]	


–  Only a subset of nodes act as fake sources	


–  Transmissions from the rest of nodes ���

must be controlled	



§  The subset of fake sources must be of minimum size to reduce the 
amount of fake traffic	
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“Active” Global Attack 
§  Previous works consider a passive global attacker in the sense 

that he doesn’t check in the field whether his observations lead 
to an actual source	



§  [Yang09] consider a global attacker that upon the detection of 
suspicious nodes devises an optimal route to visit these spots 	



§  The suspicion level of each cell is���
determined through traffic analysis	


–  The attacker defines a suspicion threshold���

to determine which cells to visit and in what���
order 	



•  Factorial time complexity on the number of���
suspicious cells O(s*s!)	
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SLP: Internal Adversaries���
	



114 

Location Privacy

Crypto-based 
pseudonyms

Pool of 
pseudonyms

Node Anonymity

Traffic Pattern 
Protection

Global

Undirected 
random paths

Directed 
random paths

Network 
Loops

InternalLocal

Bogus 
traffic

Energy-
aware

Trustworthy
routing

Data 
movement

Source Receiver

GlobalLocal

Load
Balancing

Simulation
disguise

Bogus 
traffic

Basic



9/12/13 

58 

Internal Adversaries 
§  Active attackers are capable of capturing and compromising 

several sensor nodes and use them to find the source of event 
messages	



§  Internal adversaries are ordinary nodes which are under the 
control of the adversary	



§  An internal adversary has access���
to the crypto material contained���
in the node and thus it is able to ���
analyse the data contents of the ���
packets traversing it	
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Trust-based Routing 
§  [Shai08] propose a trust-based routing algorithm to prevent 

potentially malicious nodes to forward event data	


–  A node calculates a trust value for each neighbour based on the 

successful interactions with them	


–  Each neighbour is classified as trusted or untrusted based 	



§  Additionally, each node classifies���
its neighbours based on their���
distance to the BS	


–  Forward (F)	



–  Backward	


•  Right (Br)	


•  Left (Bl)	


•  Middle (Bm)	
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Trust-based Routing 
§  The forwarding process is as follows	



–  First, the node picks a random trusted node from the F list	



–  If no trusted nodes exist it select a random trusted node from Br U Bl	



–  If no trusted nodes exist it chooses a random trusted node from Bm	



–  If no trusted nodes exist, the packet is dropped	



§  The identity of the source is protected by replacing the identity 
at every hop	


–  Any intermediate malicious node doesn’t know whether the received 

identity is the real source	



§  The payload contains the identity of the real source encrypted 
with the public key of the BS 	
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payload = [EKBS
(IDx || rand),EKXBS

(data)]

Packet alteration schemes 
§  [Pong11] present SPENA where packets are modified at several 

random en-route nodes to prevent the association of a packet 
to the source	



§  An intermediate node modifies a packet based on the 
application of some functions to a packet field (i.e., the rehash 
seed)	


–  The packet is modified if fp(Fj(seed)) = 1, where fp is a mapping function 

(returns 1 with probability p and 0 with probability 1-p) and Fj is a hash 
function	



§  The base station must be able to verify the information and 
connect it to the source after all modifications	
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Packet alteration schemes 
§  The source identifier for every new packet is an element of a 

hash chain (hi
m) used in reverse order	



§  The modifications performed by an intermediate node j are	


–  The SrcID is replaced by a value of node’s j own hash chain (hj

k)	


–  The OPHi = [R(hi

m+1 | Payload)]Ki is rehashed and later re-encrypted with 
its own key (Kj) shared with the base station (i.e., OPHj = [R(OPHi)]Kj)	



–  The Payloadi is replaced by Payloadj=[R(Payloadi | SrcID)]Kj	



§  The verification process at destination	


–  The BS needs to keep the hash chains of all ���

nodes to find the SrcID and corresponding key	


–  Recursively decrypts the payload until it finds���

the true source	


–  Finally, it checks the validity of the OPH	
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Data movement and anonymous communications 

§  [Shao09b] concentrate on the problem of source-location privacy in 
the node presence of node compromise in data-centric sensor 
networks (DCSN)	



§  In DCSNs data of different event types are ���
stored at different locations to provide a ���
more efficient access to the data	


–  There is not a persistent BS, instead, mobile sinks���

may collect the stored data on demand based on���
a publicly known mapping function	



§  There are two types of sensor nodes in DCSNs	


–  Sensing nodes: collect and forward information about events of interest	


–  Storage nodes: receive data of a particular and respond to mobile sink queries	
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Data movement and anonymous communications 

§  pDCS is designed to prevent an attacker from obtaining event 
data of his interest. Specifically, it focuses on the prevention of	


–  Node compromise: retrieval of any the data stored in the node	


–  Mapping attacks: identify the relation between storage and sensing nodes	



§  The proposed scheme is based on the use of a secure mapping 
function and the storage of encrypted data in a remote location	


–  Sensing nodes use a mapping scheme based on keyed hash functions to 

prevent that an attacker determines the location of previous sensed data	


•  Future data storage is also protected by a key revocation mechanism	



–  Storage nodes are protected because their contents are encrypted with 
a key that is not present in the node (i.e., the key of the sensing node)	



§  The flow of data towards storage cells must also be protected 
by means of some of any anti-traffic analysis technique	



121 

Data movement and anonymous communications 

§  Several	
  mapping	
  func7ons	
  are	
  defined	
  
–  Group-­‐key-­‐based	
  mapping:	
  all	
  nodes	
  store	
  the	
  same	
  type	
  of	
  event	
  E	
   in	
  

the	
  same	
  cell	
  (Lr,	
  Lc)	
  based	
  on	
  a	
  group-­‐wide	
  key	
  K	
  
»  Lr	
  =	
  H(0|K|E)	
  mod	
  Nr;	
   	
  Lr	
  =	
  H(0|K|E)	
  mod	
  Nc	
  

–  Time-­‐based	
  mapping:	
   introduce	
   a	
   group-­‐wide	
   key	
   KT	
  which	
   is	
   updated	
  
periodically	
  aXer	
  a	
  7me	
  period	
  T	
  (KT	
  =	
  H(KT-­‐1))	
  

»  Lr	
  =	
  H(0|KT|E|T)	
  mod	
  Nr;	
   	
  Lc	
  =	
  H(1|KT|E|T)	
  mod	
  Nc	
  

–  Cell-­‐based	
  mapping:	
  instead	
  of	
  a	
  network-­‐wide	
  key,	
  each	
  cell	
  (Li,	
  Lj)	
  has	
  
its	
  own	
  key	
  Kij,	
  which	
  is	
  also	
  regularly	
  updated	
  

»  Lr	
  =	
  H(0|i|j|Kij|E|T)	
  mod	
  Nr;	
   	
  Lc	
  =	
  H(1|i|j|Kij|E|T)	
  mod	
  Nc	
  

§  These functions are defined in order of increasing privacy because a 
single node compromise reveals less information (i.e., the location of 
storage nodes for a set of sensing nodes), which is valid for a shorter 
time period	
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Receiver Location Privacy (RLP)	
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Receiver-Location Privacy 

§  Refers to the protection of the destination of messages	
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§  The traffic pattern is very pronounced	


§  Direction: communications flow in 

relatively fixed paths���
	



§  Rate: the volume of traffic is higher ���
in the proximities of the base station	



§  The base station is important for both physical and strategic 
issues	
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Receiver-Location Privacy 

125 

§  Intuitively, the solution is to homogenize the traffic load on the 
network	


•  Messages must not always follow the shortest path to the destination	



•  Every single node should forward a similar number of messages	



§  Flooding-based protocols provide the maximum homogeneity 
but at the maximum cost	


•  All input messages are forwarded to all neighbours but the sender	



§  Solutions are also dependent on the power of the adversary	



RLP: Local Adversaries���
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Basic Countermeasures 
§  Local attackers are typically placed at a random position in the 

network and perform different types of attacks [Deng04]	


–  Content analysis attacks	



–  Time-correlation attacks	



–  Rate monitoring attacks	



§  Content analysis: the attacker can link an incoming packet to 
an outgoing packet in the same node	


–  In sensor networks using shortest-path routing allows the 

determination of the direction of the communication	
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Basic Countermeasures 
§  Packets indistinguishability prevent packet correlation	



–  Apply re-encryption and padding to the messages at each hop	



§  However, the attacker can also monitor the packet sending times of 
nodes (time correlation attacks)	


–  Apply random delays to packets on their way to the sink	



§  The attacker might also find the sink by moving towards nodes with 
a higher transmission rate (rate monitoring attack)	


–  Create a uniform sending rate by accepting packets from further nodes 

only its own packet has been forwarded 	


–  Otherwise continue to send the same packet or inject dummy traffic if the 

node has no packet to send	
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Load Balancing Techniques 
§  There are some limitations to the basic countermeasures that 

can reduced with traffic-load balancing techniques [Deng06]:	


–  Multi-parent routing (MPR): nodes forwards each packet to a random 

node closer to the base station (parent) balancing the amount of traffic 
between the different parents, making it more difficult for the 
adversary to infer the parent-child hierarchy	
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Single -path routing Multi-parent routing 

Multi-parent routing 

§  Multi-parent routing (MPR) can be further 
improved with the addition of 	


–  Random walks (RW): nodes decide with 

probability Pr whether to send the packet to a 
random parent or to start a random walk 
phase with probability 1-Pr	


•  This addition is intended to mitigate rate 

monitoring attacks	


•  It is still vulnerable to time correlation attacks	



-  Fractal propagation (FP): nodes hearing 
packets in their vicinity inject additional fake 
messages with a certain probability	


•  This mechanism helps to reduce the effect of 

time correlation attacks	
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Fractal Propagation	


§  The main problem with fractal propagation (FP) is that nodes 

in the proximities of the BS generate more traffic	


-  The probability of generating fake traffic is the same for all nodes	



§  Differential FP (DFP) addresses the previous problem by 
making nodes adapt their probability of generating fake traffic 
depending on the number of packets they forward	


-  This not only reduces the energy consumption and the number of 

collisions next to the base station but also balances the traffic load 
more evenly	
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Simulation and Disguise 
§  These solutions attempt to emulate or disguise the presence 

of the base station at different locations in the field	



§  Simulation techniques are mainly focused on the creation of 
hot spots, which are areas with a high volume of fake traffic. 
Several similar approaches have been devised	


–  Differential Enforced FP (DEFP) [Deng06]	



–  Maelstroms [Chang11]	



–  Pseudo-base stations [Biswas08]	



§  The main challenge is how to create hotspots that are evenly 
distributed in the network with a minimum overhead	
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Simulation and Disguise	


§  Differential Enforced Fractal Propagation (DEFP) [Deng06] is 

an extension of DFP that generates hotspots in a distributed 
and dynamic way	



§  The idea is to make nodes to send fake traffic in the same 
direction with a higher probability	


–  Nodes keep track of the number of fake ���

packets forwarded to its neighbours 	


–  New fake traffic is more likely to be sent ���

nodes who received more fake traffic ���
before���
	



§  The location of hotspots can be changed on demand by 
resetting the forwarding probabilities	
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RLP: Global Adversaries���
	



Location Privacy

Crypto-based 
pseudonyms

Pool of 
pseudonyms

Node Anonymity

Traffic Pattern 
Protection

Global

Undirected 
random paths

Directed 
random paths

Network 
Loops

InternalLocal

Bogus 
traffic

Energy-
aware

Trustworthy
routing

Data 
movement

Source Receiver

GlobalLocal

Load
Balancing

Simulation
disguise

Bogus 
traffic

Basic



9/12/13 

68 

Global Adversaries 
§  A global adversary has knowledge about the transmission rate 

of every sensor node	


–  An adversary with real-time analysing capabilities can defeat most of 

the previous protection mechanisms	



§  However, if the adversary can only retrieve a snapshot of the 
amount of traffic generated during a timeslot, previous 
techniques might provide some means of protection	
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FP DFP DEFP 

Global Adversaries 

§  Again, the injection of fake traffic is one of the main solutions to 
protect against global adversaries 	



§  Controlling the transmission rate of nodes 	


–  Use of buffering techniques in the vicinity of the base station	


–  Fake packet generation in nodes far from the base station	



§  Other solutions:	


–  Making the base station mimic the behaviour of sensor nodes	


–  Simulating the presence of several base stations	



–  Moving the base station to a different location	
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Homogenizing the number of transmissions 

§  [Ying11a] propose to make all nodes transmit, on average. the same 
number of packets regardless of their distance to the base station	


–  Prevent rate-monitoring by injecting fake traffic on a regular basis	



§  Each node generates fm(i) fake packets and���
discard those received from its neighbours	


–  The rate depends on its distance to the sink	



–  TPNi  is the ratio between all the traffic generated���
by all rings ≥ i  and the number of nodes at ring i 	



–  h is the maximum distance from a node to the sink	



§  Nodes are assumed to have a similar transmission rate of real 
message but what if there are burst of events to transmit?	
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fm(i) = TPN1 −TPNi =
2ih2 − 2h2 + (i−1)2

2i−1

Homogenizing the number of transmissions 

§  A similar approach is presented In [Ying11b], where they calculate the 
transmission rate of nodes based on the number of children nodes a 
neighbour of the sink has	


	



§  The total amount of traffic transmitted by any node is calculated as	



	


	


§  The fake traffic rate is such that all nodes transmit transmit as much 

traffic as its one-hop neighbour (i.e., sink_neigh(i)) 	


	



§  The authors argue that the lifetime of the network is not affected 
because the batteries of all nodes are exhausted at the same time	
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rateTotal = fm(i)+ ρ(Ch(i)+1)
•  fm(i) = rate of fake messages 
•  Ch(i) = number of children the node has 
•  ρ = average rate of real messages 

fm(i) = ρ(Ch(sink _neigh(i)−Ch(i)−1)
          =Ch(sink _neigh(i))
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Controlled Flooding 

§  Previously, we mentioned that flooding-based protocols are the 
best protection mechanism but are also very costly	



§  Backbone flooding [Mehta12] reduces the communication cost  
associated with flooding-based protocols by limiting the scope 
of the flooding	


–  Packets are flooded only among backbone members 	



§  The backbone is created such that 	


–  The backbone consists of enough sensor ���

nodes to achieve the desired level of privacy 	


–  Each of the sinks are within the range of at ���

least one backbone member	
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Simulation and Disguise 
§  Similar to source simulation, which was proposed to counter a global 

adversary, [Mehta12] also proposes sink simulation	


–  Several fake sinks are created to confuse the adversary	



§  During deployment several sinks are manually placed in the field and a 
subset of sensors are chosen to behave as fake sinks	


–  Each real sink must have a fake sink within ���

its communication range 	


–  All network traffic is addressed to fake sinks, ���

which on reception locally broadcast the ���
message	



–  There should be more fake sinks than real sinks	


	



§  A source node sends event data to all fake sinks, which perform a 
single-hop broadcast of messages	


–  The adversary might think that a real sink could be nearby but he “only” 

needs to check the vicinity of k fake sinks	
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Simulation and Disguise 
§  The idea behind BAR (BS Anonymity via Re-transmission) [Acha10] 

is that the BS forwards received packets selectively to random 
nodes nearby	



§  After receiving a packet the BS decides ���
whether to send the packet on a random���
walk for a given number of hops M	



§  The value of M is dynamically adjusted based on���
the level of threat perceived by the BS	


–  A higher hop count results in a better distribution of packet transmissions 

in the network	



§  The attacker is assumed to control solely the transmission rates but 
not the direction of packets	


–  Time correlation attacks could help in deducing the location of the BS	
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Simulation and Disguise	


§  [Acha10] propose RIA (Relocation for Increased Anonymity), 

which consists of moving the base station to a safer location	



§  The new location is calculated based on the impact over 
network performance and the protection level of the BS	


–  The network is divided into cells and the BS knows the transmission 

rate of each cell and its density (i.e., the number of nodes in the cell)	


–  The BS can calculate a score for each cell and move to the cell with 

the highest value	



§  When moving the BS to its new location using the shortest 
path saves energy but may be dangerous	


–  Instead, the BS follows the least risky���

path to reach the final location	
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scorei = densityi / threati
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Simulation and Disguise 
§  The Decoy Sink Protocol [Conner06] uses indirection and data 

aggregation to reduce the amount of traffic received by the real sink 

§  Sensors nodes send their data to a decoy sink and on their way the 
data are aggregated and finally the decoy sink forward the 
aggregation to the real sink 

§  The protocol is extended to use several  
randomly deployed decoy sinks 
–  The attacker can discard to look for the real 

sink in areas where the traffic rate is high  
–  Several decoy nodes result in a better  

balance of network traffic 
–  All sensors send data to the same decoy 

sink during the same time period 

§  The attacker model only considers rate 
monitoring attacks 
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FINAL  REMARKS	
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Final Remarks 
§  Privacy in WSNs poses new challenges because of the nature 

of the networks and the lack of protection provided by 
traditional security mechanisms	



§  Location privacy solutions are mainly based on	


–  Routing-based protocols to counter local adversaries	



–  Fake message transmissions to provide event unobservability in 
the presence of global adversaries	



–  Little work has been done against internal adversaries	
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Final Remarks 
§  There is always a cost associated to the application of privacy 

preserving techniques which must be carefully taken into 
consideration when dealing with highly resource-constrained 
devices	



§  New scenarios, adversarial models and solutions are expected 
to appear with the full integration of WSNs and the Internet	
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