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Probabilistic Systems

Nondeterminism and randomness

Markov decision process

Properties of interest:

LTS or similar DTMC+ =

+ =

ℙ ⋄ crash
𝔼(time until message transmitted)

𝕊(power usage)

ℙ ⋄𝑡𝑖𝑚𝑒≤𝑇 crash

:
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Schedulers

Coin throw: ℙ ⋄✓ = ? Scheduler: resolves all nondeterminism

𝒮: 𝑆 × 𝐴 ∗ × 𝑆 → Dist(𝐴)

𝒮: 𝑆 → 𝐴 = memoryless
deterministic

ℙ ⋄ 𝐺 : memoryless deterministic suffices

ℙ ⋄𝑡𝑖𝑚𝑒≤𝑇 𝐺 : need remaining time to bound 𝑇

multi-objective: need randomised schedulers

= history-dependent
randomised
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1 schedulers and information in
distributed probabilistic systems
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Uncertain Delay-Tolerant Networks

Store-and-carry-forward communication
→ data exchange in contact windows LEO satellites

(e.g. cubesats)
ground

terminals

ground
station

Contacts known, resources limited,
uncertain transmissions:

allow 𝑘 copies of message
throughout entire network

→ find route maximising end-to-end
successful delivery probability
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Uncertain Contact Plans

as MDP:
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2 0 0 0

𝑇1

1 1 0 0

𝑇3

2 0 0 0
𝑇2

Best choice for 𝑁1 in 𝑇3 (𝒮: 𝑆 → 𝐴):

send remaining copy to 𝑁3

only if 𝑁3 did not get copy #1

global
information


𝑁1 cannot know this!
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Distributed Schedulers

Known problem in probabilistic model checking

Results from the 2000s: undecidable or NP-hard

L-RUCoP: local-information model checking algorithm
specific to the uncertain DTN setting

,
different from partial information (POMDP): multiple agents/views

, no usable tools

LSS: SMC with lightweight scheduler
sampling among distributed schedulers

, approximates

(D’Argenio, Fraire, H.,
NFM 2020)

(Raverta et al., 2021)
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Distributed Schedulers

Results from the 2000s: undecidable or NP-hard

Good-for-distributed-scheduling models
(no interference between components)

, no usable tools

Why give up? Simplify the problem!

LSS: SMC with lightweight scheduler
sampling among distributed schedulers

(D’Argenio, Fraire, H.,
NFM 2020)
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Distributed Schedulers

Results from the 2000s: undecidable or NP-hard, no usable tools

Why give up? Simplify the problem!

engineers don’t want the history-dependent
belief-estimating randomised schedulers anyway!

simple

explainable

compact

understandable implementable

We need

schedulers!
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2 schedulers and information in
non-Markovian probabilistic systems
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Stochastic Automata

LTS extended with stochastic clocks
that can be reset, and enable
edge guards on expiry 2

1

3 4
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{𝑥}{𝑥}
{𝑦} {𝑦}

✓ 

𝑥: Uni[0,1]
𝑦: Uni[0,1]

reset {𝑥, 𝑦}

(D’Argenio & Katoen, 2005)
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3, 0,0 , 0.2,0.8
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Stochastic Automata

Semantics: infinite-state "MDP"
with continuous distributions
but finite nondeterminism 2
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3 4
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{𝑥}{𝑥}
{𝑦} {𝑦}

✓ 

𝑥: Uni[0,1]
𝑦: Uni[0,1]

reset {𝑥, 𝑦}

𝑒 𝑥 , 𝑒(𝑦)𝑣 𝑥 , 𝑣(𝑦)

✓

→ residual lifetimes semantics
that turns STA into PTTS

admits prophetic schedulers
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Fixing the Semantics

On every delay and jump,
resample unexpired clocks
conditioned on elapsed time 2

1

3 4

bybx

{𝑥}{𝑥}
{𝑦} {𝑦}

✓ 

𝑥: Uni[0,1]
𝑦: Uni[0,1]

reset {𝑥, 𝑦}

1, 0,0 , 0,0

2, 0,0 , 0.2,0.8

3, 0,0 , 0.6,0.4

3, 0.4,0.6 , 0.9,0.4

4, 0.2,0.2 , 0.2,0.8

→ spent lifetimes
semantics

𝑒 𝑥 , 𝑒(𝑦)𝑣 𝑥 , 𝑣(𝑦)
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Fixing the Semantics… not.

Spent lifetimes still admits
prophetic scheduling:



Spent lifetimes also admits
divine scheduling:





2

1

{𝑥} {𝑦}

✓ 

𝑥: Uni[2,3]
𝑦: Uni[2,3]

reset {𝑥, 𝑦}

2

1

{𝑥}

{𝑦}
✓ 

𝑥: Uni[2,3]
𝑦: Uni[2,3]

reset {𝑥, 𝑦}

reset {𝑥, 𝑦}

(pick loop until 𝑥 < 𝑦) (delay 1, 1
2
, 1
4
, … until 𝑥 < 𝑦)
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Fixing the Semantics… not.

…and divine scheduling
is even worse:

Expected: Reach ✓ after
1 time unit on average

Actually: Reach ✓ with
min. probability zero

(H., Hermanns, Krčál, Semantics, Logics, and Calculi, 2016)

2

1

{𝑥}

✓

𝑥: Exp(1)

reset {𝑥}

(always delay

for 𝑣 𝑥

2
in 2)

1 ✓

1
as a CTMC:
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Limiting Scheduler Power

What is
a useful class
of scheduler for
stochastic automata?

≈≈

≻

≻

≈
≈

≈≈

≈

Non-prophetic: 𝔖ℓ
𝑚𝑙 𝔖ℓ,𝑡

𝑚𝑙 𝔖ℓ,𝑣
𝑚𝑙

𝔖ℓ
ℎ𝑖𝑠𝑡 𝔖ℓ,𝑡

ℎ𝑖𝑠𝑡 𝔖ℓ,𝑣
ℎ𝑖𝑠𝑡

Classic:

≺
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≺

≺
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≺ ≺ ≺
𝔖ℓ,𝑜
𝑚𝑙 𝔖ℓ,𝑡,𝑜

𝑚𝑙 𝔖ℓ,𝑣,𝑜
𝑚𝑙 𝔖ℓ,𝑜

ℎ𝑖𝑠𝑡

𝔖ℓ,𝑒
𝑚𝑙 𝔖ℓ,𝑡,𝑒

𝑚𝑙 𝔖ℓ,𝑣,𝑒
𝑚𝑙 𝔖ℓ,𝑡,𝑜

ℎ𝑖𝑠𝑡

𝔖ℓ,𝑒
ℎ𝑖𝑠𝑡 𝔖ℓ,𝑡,𝑒

ℎ𝑖𝑠𝑡 𝔖ℓ,𝑣,𝑒
ℎ𝑖𝑠𝑡 𝔖ℓ,𝑣,𝑜

ℎ𝑖𝑠𝑡
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3 open
problems
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Need to find useful tradeoffs between

model
expressiveness

scheduling
power

&

…per modelling formalism?

tractability
of analysis

usefulness
of schedulers

&

…per application scenario?

in non-trivial probabilistic and stochastic timed settings
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